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Selectively Unsound Analysis

• Selectively apply unsound strategies 


• e.g.) unrolling loops, skipping lib calls
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str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.

• Sound buffer-overrun analyzer with interval domain


• soundly analyze all the loops
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str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.

str.size: [12, 12]

i: [0, +oo]

size: [0, +oo]

i: [0, +oo]
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str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.
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i: [0, 0]

str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.

i: [0, 0]
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str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.

• Selectively unsound buffer-overrun analyzer


• unsoundly unroll only harmless loops
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str = "hello world";

for(i=0; !str[i]; i++)// buffer access 1

skip;

size = positive_input();

for(i=0; i<size; i++)

skip;

... = str[i]; // buffer access 2

Fig. 1. Example program

276 false alarms (FPR: 72%). Our selectively unsound analysis
maintains the original precision while greatly decreasing the
number of false negatives: it reports 92 bugs with 27 false
alarms (FPR: 23%, FNR: 13%). The second experiment is
done with an interval analysis for buffer-overflow detection,
where we control the soundness for both loops and library
calls. In the benchmarks with 138 bugs, the uniformly unsound
analysis detects 33 bugs with 104 false alarms (FPR: 76%,
FNR: 76%). The uniformly sound analysis detects 118 bugs
with 677 false alarms (FPR: 85%). Our selectively unsound
analysis detects 96 bugs with 266 false alarms (FPR: 73%,
FNR: 30%).

To summarize, our contributions are as follows:
• We present a new approach of selectively employing

unsoundness in static analysis. All of the existing bug-
finding static analyzers are uniformly unsound.

• We present a machine-learning technique that can auto-
matically tune a static analysis to be selectively unsound.
Our technique is based on anomaly detection with auto-
matic generation of labelled data.

• We demonstrate the effectiveness of the technique by
experiments with two bug-finding static analyzers for C.

II. OVERVIEW

We illustrate our approach using a static analysis with the
interval domain. The goal of the analysis is to detect buffer
overflow bugs in a program. For simplicity, we only concern
with loops in this section, which could be a potential cause of
the buffer overflow bugs.

Consider a simple program in Figure 1. In the program,
there are two loops and two buffer-access expressions. The
first loop iterates over a constant string until the null value
in the string is found. In the loop, buffer access 1 is always
safe, since i is guaranteed to be smaller than the length of
str inside the loop. On the other hand, buffer access 2 is not
always safe, because the index i has the value of size after
the second loop, which can be an arbitrary value due to the
external input and may cause a buffer overflow.

A. Uniformly Unsound Analysis

Consider an analysis that is uniformly unsound for every
loop. That is, all the loops in the given program are unrolled
for a fixed number of times, and subsequent loop iterations are
ignored during the analysis. From the perspective of such an
unsound analysis, the example program is treated as follows.

str = "hello world";

i = 0;

if (!str[i]) // buffer access 1

skip;

size = positive_input();

i = 0;

if (i < size)

skip;

... = str[i]; // buffer access 2

Note that each loop is unrolled once and replaced with an if-
statement. The analysis does not report a false alarm for buffer
access 1, since the value of i remains as [0, 0]. However, it
also fails to report a true alarm for buffer access 2; the value
of i is approximated to [0, 0], hence the analysis considers the
buffer access to be safe.

B. Uniformly Sound Analysis
On the other hand, a sound interval analysis can detect the

bug at buffer access 2 with a false alarm at buffer access 1.
Inside the first loop, the analysis conservatively approximates
the value of i to [0,+1], since this value is not refined by
the loop condition !str[i]. It is because the interval domain
cannot capture non-convex properties (e.g. i 6= 11, where 11
is the null index of str). Thus, the analysis reports an alarm
for buffer access 1 as a potential buffer overflow error, which
is a false alarm that we want to avoid. Meanwhile, the variable
i in the second loop is upper bounded by size whose range
is approximated as [0,+1] due to the unknown input value.
Therefore the analyzer reports an alarm for buffer access 2,
which is a true alarm in this case.

C. Selectively Unsound Analysis
Our selectively unsound analyzer applies unsoundness only

to the loops that are likely to remove false alarms only. In
the example program in Figure 1, we ignore the first loop
since analyzing it soundly results in reporting a false alarm
at buffer access 1. The second loop, on the other hand, needs
to be analyzed soundly, since it has the possibility of causing
an actual buffer overflow. The selectively unsound analysis
on the given program corresponds to analyzing the following
program.
str = "hello world";

i = 0;

if(!str[i]) // buffer access 1

skip;

size = positive_input();

for(i = 0; i < size; i++)

skip;

... = str[i]; // buffer access 2

Note that we only unroll the first loop, not the second loop.
By being unsound for the first loop and sound for the second
loop, the analysis is able to report the true alarm for buffer
access 2 while avoiding the false alarm for buffer access 1.

i: [0, 0]

i: [0, +oo]

• Selectively unsound buffer-overrun analyzer


• unsoundly unroll only harmless loops



Performance
• Experiments with 2 analyzers & open source SW


• Taint: 106 format string bugs / 13 programs


• Interval: 138 buffer overrun bugs / 23 programs
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• Find a set of targets             for unsound strategies 


• loops to analyze unsoundly (                  )


• library calls to analyze unsoundly (               ) 

• Selectively apply unsound strategies to
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Figure 2: The overview of our system. Given static
analyzer F and codebase, our system automatically
generates training data. Using the training data, a
machine learning algorithm trains a classifier that
infers the new harmless unsoundness for the test
program.

in the codebase is collected as training data, and then ef-
fectively learnt by an anomaly detection algorithm. It is be-
cause 1) we can easily observe regular properties about the
harmless unsoundness for a static analysis, but not about the
other side; 2) there is usually much more training data for
harmless unsoundness than harmful one. We use the One-
Class SVM [17] classifier for this purpose.

3. OUR TECHNIQUE
In this section, we explain the details of our technique. Our

method first parameterizes the static analysis by soundness
(Section 3.1). Next, we describe our overall approach (Sec-
tion 3.2) and machine learning-based parameter inference
algorithm (Section 3.3).

3.1 Static Analysis Parameterized by Sound-
ness

We use a variant of the well-known setting for the param-
eterized static analysis [8], where the parameter dictates the
analysis’s soundness, not the analysis’s precision as typical
in the literature [8, 12, 26, 16]. Let P 2 Pgm be a program,
CP the set of program points of P , and JP a set of pro-
gram components for which we control the soundness. For
instance, JP denotes the set of loops, the set of library calls,
or the set of complex operations such as bitwise operations
made in the program. A soundness parameter ⇡ ✓ ⇧P of
program P is a set of program components

⇡ ✓ ⇧P = }(JP )

that specifies which program components to soundly ana-
lyze. For instance, when JP = {j1, · · · , jn} is the set of loops,
ji 2 ⇡ means that the ith loop in the program is selected
to be analyzed soundly, otherwise (ji 62 ⇡) the analysis be-
comes unsound for the loop: we unroll the loop only once
and ignore all the subsequent loop iterations. Let 1 be the
parameter where every component is selected and 0 the pa-
rameter where no component is selected. Thus, 1 (resp., 0)
represents the full soundness (resp., full unsoundness) with
respect to the soundness parameter space ⇧P . In the rest of

this paper, we omit subscript P (e.g., from CP , JP , and ⇧P )
when there is no confusion.
We model a static analyzer as a function

F : Pgm ⇥⇧ ! }(C)

which, given a program P and its soundness parameter ⇡,
returns alarms, a set of program points that the analyzer
concludes as dangerous.
Our goal is to find a sweet spot in the parameter space.

For instance, F (P,1) denotes the analysis that is fully sound
with respect to the parameter space ⇧, which can detect all
bugs typically at the cost of a large number of false alarms.
F (P,0) means the fully unsound analysis, which typically
reports the smallest number of false alarms (with respect
to the parameter space ⇧) but is at risk of missing a large
amount of real bugs as well. We aim to find a parameter
between them, where the analysis reports the fewest possible
false alarms yet still detects most of the real bugs.
Note that the existing parameter search algorithms for

static analyzers [8, 12, 26, 16] cannot be used for our pur-
pose. For a given program to analyze, the existing search
algorithms infer a precision setting by analyzing the pro-
gram a priori (either by iterative refinements [12, 26] or a
quick pre-analysis [16]). This approach, however, is feasible
only when the evaluation criterion (i.e., precision) can be de-
termined automatically. In our case, the evaluation involves
judging truth and falsehood of alarms from static analyzers,
which is undecidable in general. This explains why we take
a machine learning approach to infer soundness parameters.

3.2 Big Picture
As typical in other machine learning techniques, our method

consists of learning and testing phases.

Learning.

We first learn from an existing codebase a statistical model

M : Pgm ! ⇧ (1)

that predicts a soundness parameter for a given program.
Ideally, the output soundness parameter M(P ) describes
precision-e↵ective yet harmless unsoundness for program P ,
that is, the unsound treatment of program components in
M(P ) has no e↵ect on the capability to detect real bugs.
The codebase is a set of annotated programs

P = {(P1, B1), . . . , (Pn, Bn)}

where each program Pi 2 Pgm is associated with a set of
buggy program points Bi ✓ CPi .

Testing.

Using the model learnt from the codebase, we run the
static analysis for a new, unseen program P as follows:

F (P,M(P )).

That is, we first determine the soundness parameter (M(P ))
for the program P , and instantiate the static analysis with
the parameter.

3.3 Learning Harmless Unsoundness
Now, we explain the learning phase. We use a supervised

learning, where a classifier is learnt from a set of training
examples. Since we use the One-Class SVM, the training
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• Encode each program component as a feature vector
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f(x) = <f1(x), f2(x), …, fn(x)>

f(loop1) = <1, 0, …, 1>

f(loop2) = <0, 1, …, 1>
f(lib1) = <0, 1, …, 0>

f(lib2) = <1, 1, …, 1>

• Derive a classifier using an off-the-shelf algorithm


• e.g.) SVM
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Target Feature Property Type Description

Loop

Null Syntactic Binary Whether the loop condition contains nulls or not
Const Syntactic Binary Whether the loop condition contains constants or not
Array Syntactic Binary Whether the loop condition contains array accesses or not

Conjunction Syntactic Binary Whether the loop condition contains && or not
IdxSingle Syntactic Binary Whether the loop condition contains an index for a single array in the loop

IdxMulti Syntactic Binary Whether the loop condition contains an index for multiple arrays in the loop
IdxOutside Syntactic Binary Whether the loop condition contains an index for an array outside of the loop

InitIdx Syntactic Binary Whether an index is initialized before the loop
Exit Syntactic Numeric The (normalized) number of exits in the loop
Size Syntactic Numeric The (normalized) size of the loop

ArrayAccess Syntactic Numeric The (normalized) number of array accesses in the loop
ArithInc Syntactic Numeric The (normalized) number of arithmetic increments in the loop

PointerInc Syntactic Numeric The (normalized) number of pointer increments in the loop
Prune Semantic Binary Whether the loop condition prunes the abstract state or not
Input Semantic Binary Whether the loop condition is determined by external inputs
GVar Semantic Binary Whether global variables are accessed in the loop condition

FinInterval Semantic Binary Whether a variable has a finite interval value in the loop condition
FinArray Semantic Binary Whether a variable has a finite size of array in the loop condition
FinString Semantic Binary Whether a variable has a finite string in the loop condition

LCSize Semantic Binary Whether a variable has an array of which the size is a left-closed interval
LCOffset Semantic Binary Whether a variable has an array of which the offset is a left-closed interval
#AbsLoc Semantic Numeric The (normalized) number of abstract locations accessed in the loop

Library

Const Syntactic Binary Whether the parameters contain constants or not
Void Syntactic Binary Whether the return type is void or not

Int Syntactic Binary Whether the return type is int or not
CString Syntactic Binary Whether the function is declared in string.h or not

InsideLoop Syntactic Binary Whether the function is called in a loop or not
#Args Syntactic Numeric The (normalized) number of arguments

DefParam Semantic Binary Whether a parameter are defined in a loop or not
UseRet Semantic Binary Whether the return value is used in a loop or not

UptParam Semantic Binary Whether a parameter is update via the library call
Escape Semantic Binary Whether the return value escapes the caller

GVar Semantic Binary Whether a parameters points to a global variable
Input Semantic Binary Whether a parameters are determined by external inputs

FinInterval Semantic Binary Whether a parameter have a finite interval value
#AbsLoc Semantic Numeric The (normalized) number of abstract locations accessed in the arguments

#ArgString Semantic Numeric The (normalized) number of string arguments

Fig. 5. Features for typical loops and library calls in C programs

B. Effectiveness of Our Approach

We evaluate the effectiveness of our approach by compar-
ing precision of SELECTIVE to that of the other analyzers,
BASELINE and UNIFORM. We use cross-validation, a model
validation technique for assessing how the results of a statis-
tical analysis will generalize to new data. We show the results
from three types of cross-validation: leave-one-out, 2-fold, and
3-fold cross-validation.

1) Leave-one-out Cross-validation: This is one of the most
common types of cross-validation, which uses one observation
as the validation set and the remaining observations as the
training set. In case of the interval analysis, for example,
among the 23 benchmark programs, one program is used
for validating and measuring the effectiveness of the learned
model, and the other remaining 22 programs are used for
training.

Table I shows the results of the leave-one-out cross-
validation for the interval analysis. We measured the number of
true (T) and false (F) alarms from BASELINE, UNIFORM, and
SELECTIVE. In terms of true alarms, BASELINE detects 118
real bugs (FNR: 14.5%) in the programs. While UNIFORM de-
tects only 33 bugs (FNR: 76.1%), SELECTIVE effectively de-

BASELINE SELECTIVE UNIFORM
Program LOC Bug T F T F T F
SM-1 0.5K 28 28 18 28 15 13 5
SM-2 0.8K 2 2 16 1 4 0 0
SM-3 0.7K 3 3 3 3 3 0 0
SM-4 0.7K 10 10 6 10 6 6 0
SM-5 1.7K 3 3 6 3 6 0 0
SM-6 0.4K 1 0 0 0 0 0 0
SM-7 1.1K 2 2 32 0 2 0 0
BIND-1 1.2K 1 1 35 1 33 0 0
BIND-2 1.7K 1 1 45 0 41 0 0
BIND-3 0.5K 1 1 4 0 1 0 0
BIND-4 1.1K 2 2 0 0 0 0 0
FTP-1 0.8K 4 4 13 4 3 0 0
FTP-2 1.5K 1 1 7 1 6 0 3
FTP-3 1.5K 24 24 25 23 17 7 12
polymorph-0.4.0 0.7K 10 10 6 3 6 0 6
ncompress-4.2.4 1.9K 12 0 10 4 0 0 0
129.compress 2.0K 7 7 34 7 14 4 7
spell-1.0 2.2K 1 0 0 0 0 0 0
man-1.5h1 4.7K 6 5 60 1 28 0 13
256.bzip2 4.7K 3 3 149 3 21 3 21
gzip-1.2.4a 8.2K 13 11 87 8 34 0 24
bc-1.06 17.0K 2 0 57 0 10 0 9
sed-4.0.8 25.9K 1 0 64 0 14 0 4
Total 138 118 677 100 264 33 104

TABLE I
THE NUMBER OF ALARMS IN INTERVAL ANALYSIS

• 22 features for loops
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B. Effectiveness of Our Approach

We evaluate the effectiveness of our approach by compar-
ing precision of SELECTIVE to that of the other analyzers,
BASELINE and UNIFORM. We use cross-validation, a model
validation technique for assessing how the results of a statis-
tical analysis will generalize to new data. We show the results
from three types of cross-validation: leave-one-out, 2-fold, and
3-fold cross-validation.

1) Leave-one-out Cross-validation: This is one of the most
common types of cross-validation, which uses one observation
as the validation set and the remaining observations as the
training set. In case of the interval analysis, for example,
among the 23 benchmark programs, one program is used
for validating and measuring the effectiveness of the learned
model, and the other remaining 22 programs are used for
training.

Table I shows the results of the leave-one-out cross-
validation for the interval analysis. We measured the number of
true (T) and false (F) alarms from BASELINE, UNIFORM, and
SELECTIVE. In terms of true alarms, BASELINE detects 118
real bugs (FNR: 14.5%) in the programs. While UNIFORM de-
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B. Effectiveness of Our Approach

We evaluate the effectiveness of our approach by compar-
ing precision of SELECTIVE to that of the other analyzers,
BASELINE and UNIFORM. We use cross-validation, a model
validation technique for assessing how the results of a statis-
tical analysis will generalize to new data. We show the results
from three types of cross-validation: leave-one-out, 2-fold, and
3-fold cross-validation.

1) Leave-one-out Cross-validation: This is one of the most
common types of cross-validation, which uses one observation
as the validation set and the remaining observations as the
training set. In case of the interval analysis, for example,
among the 23 benchmark programs, one program is used
for validating and measuring the effectiveness of the learned
model, and the other remaining 22 programs are used for
training.

Table I shows the results of the leave-one-out cross-
validation for the interval analysis. We measured the number of
true (T) and false (F) alarms from BASELINE, UNIFORM, and
SELECTIVE. In terms of true alarms, BASELINE detects 118
real bugs (FNR: 14.5%) in the programs. While UNIFORM de-
tects only 33 bugs (FNR: 76.1%), SELECTIVE effectively de-

BASELINE SELECTIVE UNIFORM
Program LOC Bug T F T F T F
SM-1 0.5K 28 28 18 28 15 13 5
SM-2 0.8K 2 2 16 1 4 0 0
SM-3 0.7K 3 3 3 3 3 0 0
SM-4 0.7K 10 10 6 10 6 6 0
SM-5 1.7K 3 3 6 3 6 0 0
SM-6 0.4K 1 0 0 0 0 0 0
SM-7 1.1K 2 2 32 0 2 0 0
BIND-1 1.2K 1 1 35 1 33 0 0
BIND-2 1.7K 1 1 45 0 41 0 0
BIND-3 0.5K 1 1 4 0 1 0 0
BIND-4 1.1K 2 2 0 0 0 0 0
FTP-1 0.8K 4 4 13 4 3 0 0
FTP-2 1.5K 1 1 7 1 6 0 3
FTP-3 1.5K 24 24 25 23 17 7 12
polymorph-0.4.0 0.7K 10 10 6 3 6 0 6
ncompress-4.2.4 1.9K 12 0 10 4 0 0 0
129.compress 2.0K 7 7 34 7 14 4 7
spell-1.0 2.2K 1 0 0 0 0 0 0
man-1.5h1 4.7K 6 5 60 1 28 0 13
256.bzip2 4.7K 3 3 149 3 21 3 21
gzip-1.2.4a 8.2K 13 11 87 8 34 0 24
bc-1.06 17.0K 2 0 57 0 10 0 9
sed-4.0.8 25.9K 1 0 64 0 14 0 4
Total 138 118 677 100 264 33 104

TABLE I
THE NUMBER OF ALARMS IN INTERVAL ANALYSIS

• 15 features for library calls
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int r = lib1(); 
lib2(str1, str2);

• Interval analysis


• loops iterating on finite strings


• library calls that return integers or manipulate strings

str = “hello world”; 
for (p = str; *p; p++) 
...
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str = “hello world”; 
for (p = str; *p; p++) 
...

finite string

array access ptr increment

int r = lib1(); 
lib2(str1, str2); str manipulation

return integer
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• Taint analysis


• library calls not propagating user inputs

r1 = random(); 
r2 = strlen(s)

r3 = fread(fd,buf,len) 
r4 = recv(s,len,flags)
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r1 = random(); 
r2 = strlen(s)

# arguments, 
#abs. locations

• Taint analysis


• library calls not propagating user inputs

r3 = fread(fd,buf,len) 
r4 = recv(s,len,flags)<

# arguments, 
#abs. locations
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• more effective than uniformly sound / unsound ones


• systematic way to tune unsoundness by ML
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